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Abstract

This project is a extension of the latest
project (89-2115-M-018-013) supported by
National Science Council. In the project, we
have successfully developed a fully adaptive
method for solving one-dimensional
parabolic mixed initial-boundary value
problems. Also, we proved the stability and
convergence of the numerical method on
linear parabolic equations. In this project, we
probe the stability and convergence of an
adaptive technique for nonlinear parabolic
equations. In addition, numerical examples
are given to exemplify the usefulness of the
adaptive technique.

Keywords: Adaptive Methods, Nonlinear
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Many physical and scientific problems
have generated systems of time-dependent
partial differential equations. Of particular
interest to us is a system of parabolic mixed
initial-boundary value problem with high
spatial activity. The problems is described as:

uecFOotuugu), 0<x<1,0<t<T, (1)
where u(x,0), u(0,t), u(1,t) specified 0<x<l,
0<t<T. _

Let w/! be the numerical
approximations of u(ih,jk) where O0<i<M,
0<j<J, Mh=I, and Jk=T. Further, let

Xi=ih, t=jk, wi=w(X; t'),

A & wi= (i -2wiwi ),

8 « Wi= (Wint’ - wi)/2h.

Empolying the Crank-Nicolson difference
scheme to (1), obviously it is nonlinear if
function F is nonlinear.

Predictor-corrector method was
originally considered to numerically solve
nonlinear ordinary differential equations. It
was proposed by Douglas and Jones in 1963
to apply the idea for solving nonlinear
parabolic differential equations. The two
difference analgous to solve (1) in [2] can
turn algebraic equations linear. Chou and
Deng [1] extend the methods to nonlinear
system and solve a nonlinear evolution
system with small dissipation successfully.

[f F has the form

F=g1(x,t,u,uurtgz(X.t,u,uy),
then the analogue has the predictor
AL wWiTVE=F (X, 0w, 6 owd, 2wt



fori=1,2,... ,M-1, followed by the corrector
sz (wl_|+l+ W.")=2F (Xh ti+l!2, wlj+1/2’ 5 <
wi? (witt - wik). (3)
Clearly the system (2), (3) combined with the
initial and boundary data leads to linear
algebraic equation. In addition, the solution
of the predictor-corrector system (2), (3)
converges uniformly to the solution of (1)
with an error that is O(h?+k™?)$.
The strategy for determining a new grid

is governed by the inequality _

Iwi - wil| £ 6 |max w)— min wi.|  (4);
a grid point is inserted at the midpoint of the
interval if (4) does not satisfy. We can
precisely remove points with the opposite
strategy. All inserted grid points are ruled by
the linear interpolation at the midpoint. The
strategy will be explore the benefits from the
predictor-corrector method on nonuniform
grids by testing on two typical problems.
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We test our algorithm, based on
Predictor-Corrector adaptive method, on the
one-dimensional Burgers equation,

U= EUx = U Uyx (5)
with the initial condition

u(x,0) = y(x),a<x<b,
and the boundary condition

u(a,t) = f{t), u(b.t) =g(1),

where & is a parameter, related to the
Reynoids number R = 1 / & It is used to be
more interesting to solve the burger’s
equation with very small €.

Example 1.
The initial and boundary condition for this

example s

1, 0<x<5,
u(x,0) = 6-x, 55x<6,
0 6=x<12,

and u(0,t) = 1, u(12,t) = 0.

Example 2.
The initial and boundary condition for this
example is

sin T X, 0<x<l,
u(x,0) = - sin mx)/2, 1=x<2,
0, 2=2x <5,

and u(0,t) = u(5,t) =0.

The following figures are used to show
our results.
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Figure 1. Predictor-corrector method on adaptive grids
e=0.01, At=0.02. start on 50 points, min:73, max:09, avernge: 38 points.
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Figure 2. Predictor-correctar et o sudaptive arui-

=000, A =002, stact on G0 points, mind o maxe LIS averipmes WD ja -
From the numerical tests, the adaptive
predictor-corrector method  capture the

solutions efficiently. Especially, it takes a few
grids to approach solutions well.
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Since we have very good results on the
method. It is supposed to be reorganized to
be a peer referred paper. We also plan to
develop it on two- or three- dimensional
problems.
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